
International Journal of Mechanical Sciences 199 (2021) 106401 

Contents lists available at ScienceDirect 

International Journal of Mechanical Sciences 

journal homepage: www.elsevier.com/locate/ijmecsci 

Evaluation of residual stresses in a pipe-to-plate welded joint by means of 

uncoupled thermal-structural simulation and experimental tests 

Andrea Chiocca 

∗ , Francesco Frendo , Leonardo Bertini 

Department of Civil and Industrial Engineering, University of Pisa, Largo Lucio Lazzarino 2, 56122 Pisa, Italy 

a r t i c l e i n f o 

Keywords: 

Residual stresses 

Relaxed strains 

Thermal-structural analysis 

Welding 

S355 

Elastic-plastic material properties 

a b s t r a c t 

A deep knowledge of the production process is needed, in order to achieve quality and safety requirements 

in a component. In this context, residual stresses play an important role, especially in welded structures. The 

present work deals with the assessment of residual stresses in a S355JR carbon steel pipe-to-plate welded joint. 

Both numerical simulations and experimental tests were employed in order to gain wide-ranging knowledge. 

Numerical simulations were performed with the software Ansys c ⋇ through an uncoupled (one-way coupling) 

thermal-structural simulation in order to evaluate the stress, strain and temperature at each node of the finite 

element model for each phase of the simulation. Temperature-dependent elastic-plastic material properties were 

adopted in combination with the element birth & death method, necessary to simulate the welding process. Two 

numerical weld seam solidification methods were employed and discussed, in terms of expected results and 

simulation performances. The obtained numerical results were compared with experimental data of relaxed radial 

strains measured nearby the weld seam. 
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. Introduction 

Residual tensile stresses are often degrading for the integrity and

urability of a component; for this reason, their study and evalua-

ion should be recommended starting from the design phase. Residual

tresses are commonly associated with unexpected failures and dimen-

ional inaccuracies. In particular, they can affect a component strength,

y reducing the strain resistance [1] , the fatigue life [2] and by pro-

oting stress-corrosion failures [3] . Sometimes, residual compressive

tresses are intentionally introduced, in order to increase the strength

f a part (e.g. shot peening and plastic deformation used to increase the

atigue endurance of automotive helical springs [4] ). For the optimized

esign of a component, for example aimed at reducing the weight and/or

osts (i.e. lightweight design), the accurate knowledge of the state of

tress, including residual stresses, is mandatory. 

Residual stresses may originate from different mechanisms; they may

e associated to the production process (e.g. plastic deformations, ther-

al treatments and phase transformations) or the in-service life (e.g.

emperature distributions or load induced plastic deformations). During

he welding process many of those mechanisms occur simultaneously. 

The experimental evaluation of residual stresses is always obtained

y indirect ways [5] . Some methods are based on the elastic deformation

r displacement produced by the removal of a given (stressed) mate-

ial volume: the most commonly employed methods include destructive
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echniques (e.g. sectioning method [6] ) or semi-destructive techniques

e.g. hole drilling [7] ); other, non-destructive, methods are based on

he alteration of wave transmission properties induced by the crystal

attice deformation associated to residual stresses (e.g. neutron diffrac-

ion [8] and ultrasound [9,10] ). 

Unfortunately, through experimental tests it is difficult to obtain

omplete and statistically relevant results [11,12] and the finite element

nalysis (FEA) has become an increasingly used technique for predicting

he overall stress state. In facts, in the last decades, numerical methods

ave been applied for predicting residual stresses resulting from man-

facturing processes such as casting [13–17] , welding [18–29] and ad-

itive manufacturing [30–35] . This technique allows easy computing of

esidual stresses, although it has some limitations due to the large num-

er of parameters involved in the process (e.g. transient behavior, heat

ources, phase transformations, temperature distribution, temperature

ependent materials properties, etc.) and results may be biased by the

implifications introduced in the model (e.g. simplified component ge-

metry and material properties), in order to make it computationally

fficient. 

A valid application of the FEA lies in understanding how different

nput parameters affect the simulation results. In this way FEA becomes

 valuable tool, easily accessible and with less economic effort than ex-

erimental tests, which can be time consuming and expensive. 
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1 This method requires the deactivation and reactivation of the bead elements, 

by multiplying the stiffness matrix with a coefficient close to zero or one respec- 

tively. 
Nomenclature 

GMAW Gas Metal Arc Welding 

𝑅 𝑝 0 . 2 Yield strength 

Δ𝑟 𝑒𝑥𝑡 Radial distance from strain gauge grid center to weld 

toe 

Δ𝜃 Angular step between strain gauges 

𝑅 𝑚 Ultimate tensile strength 

𝑑 Incremental hole diameter 

𝛿 Incremental hole depth 

𝐸 Young’s modulus 

𝐺 Tangential modulus 

𝐻 Hardening law coefficient 

𝑁 Hardening exponent 

𝜎𝑟𝑟 Residual radial stresses 

𝜎𝜃𝜃 Residual hoop stresses 

𝜀 𝑝 Plastic strain 

𝜀 𝑡ℎ Thermal strain 

𝜀 𝑅𝑟𝑟 Relaxed radial strain 

𝛼 Coefficient of thermal expansion 

𝜈 Poisson’s ratio 

HV Vickers hardness 

𝑘 Conductivity 

𝑐 𝑝 Specific heat 

𝑙 𝑐 Shell characteristic length 

𝜌 Density 

𝑄 𝑖𝑛𝑡 Internal heat source rate 

𝑥, 𝑦, 𝑧 Cartesian coordinate system 

𝑇 Temperature 

𝑟, 𝜃, 𝑧 Cylindrical coordinate system 

𝑡 Time 

𝑡 𝑖 Simulation time at i-th substep 

FEA Finite Element Analysis 

FEM Finite Element Model 

CIT Constant Initial Temperature 

RWP Representative Welding Process numerical model 

𝑇 𝑖 Calibration parameter of the Constant Initial Tempera- 

ture model 

𝑇 𝑟 Room temperature 

𝑇 𝑚 Melting temperature of the base material 

𝑇 𝑟𝑒𝑓 Reference temperature at zero initial thermal strain 

𝜎 Total stress 

𝜎𝑦 Initial yield stress 

Several studies have been found relative to finite element analysis

f residual stress, both for bi- and three-dimensional problems. Ferro

t al. [36] studied the effect of weld passes on the residual stress field

or a butt-welded joint, Zhou et al. [37] analysed the influence of resid-

al stresses on creep behavior for a multi-pass circular weld, Barsoum

t al. [2] obtained a forecast of the stresses that will later be incorporated

nto a crack growth model and Wang [38] computed residual stresses

n a welded specimen for later use them in a multiaxial fatigue assess-

ent study. All the previously described researches provide a satisfac-

ory description of the current state of the art with regard to thermal-

tructural simulations. Specifically for the thermal analysis, heat sources

uch as Goldak’s double-elipsoid or volumetric heat flux were used, both

f which depend on the welding process parameters. During the subse-

uent structural simulation, the previously computed temperatures were

pplied as a thermal load on FE-model elements. 

In the present work a comprehensive analysis of residual stress on a

ipe-to-plate welded joint is carried out by both numerical and experi-

ental analyses. An uncoupled thermal-structural simulation has been

sed in Ansys c ⋇ FE software; as the displacements obtained during weld-

ng are limited and have a negligible influence on the thermal distribu-
2 
ion, the uncoupled formulation is acceptable in this context [39] . This

imulation model is commonly used for welding processes, as already

escribed by different authors [40–44] . The welding process is repli-

ated by means of the birth & death technique 1 , combined with a heat

ource model (i.e. constant initial temperature). The heat source is, in

his case, independent from the process parameters, as it is solely re-

ated to a fictitious initial temperature obtainable by comparison with

xperimental data. The structural analysis, on the other hand, ensures

n accurate representation of the local stiffness of the component during

he welding process. Numerical results were corroborated by compari-

on with several experimental data. 

The adopted heat source model has already been validated in a pre-

ious work from the same authors [45] , while the structural analysis

as verified through comparison with relaxed strains, which were ex-

erimentally obtained by an incremental cutting process performed on

he bottom of the plate [46] . 

. Material and methods 

The specimen, shown in Fig. 1 , includes a tube reinforced internally

hrough a circular plate and then welded to a flange by means of a sin-

le pass of gas metal arc welding (GMAW) through a TransPlusSynergic

000 machine. The welding process was carried out manually, by main-

aining the welding torch stationary and using a rotating bench whose

peed was controlled, as required, by the operator. As a result, a high

epeatability of the welding process was guaranteed. The welding pro-

ess parameters, used as benchmark for all the simulations, are given

n Table 1 ; a cross-section of the weld seam is given in Fig. 2 . Both the

late and the tube were made by structural steel S355JR, while the filler

aterial was an EN ISO 14341-A G 464. The chemical compositions of

oth the base and filler materials are given in Tables 2 and 3 respec-

ively, while the mechanical properties of the base material are shown

n Table 4 , where 𝑅 𝑝 0 . 2 is the yield strength, 𝑅 𝑚 is the tensile strength,

is the Young’s modulus, 𝐺 is the tangential modulus, 𝜈 is the Pois-

on’s ratio and 𝐻𝑉 10 is the Vickers microhardness for an approximate

est force of 10 kg f . 
As shown in Fig. 1 , the tube has an internal diameter of 44mm and

 wall thickness of 10mm, while the plate to which it is welded to, is

uadrangular, with 190mm edge length and 25mm of thickness. Four

oles, with a diameter of 21mm, were symmetrically drilled into the

late. The holes as well as the internal volume created by the circu-

ar support were necessary for a fatigue assessment investigation of the

elded joint. Likewise, a central gas thread of 1/4 of inches (G1/4 of

tandard ISO 7-1:1994) was used to pressurize the lower chamber and

etect a through-the-thickness crack during fatigue testing [47–50] . 

An incremental cutting procedure was performed on the bottom of

he plate in order to acquire a series of experimental relaxed strains, rep-

esentative of the residual stress state in the welded region (i.e. Fig. 3 a).

he process involved drilling the base of the plate, slowly increasing

iameter and depth dimension of the hole. Two holes of different diam-

ters and depths were machined. The first is a through hole of 42 mm in

iameter while the second is an incremental hole, 100 mm in diameter

nd total depth of 20 mm; this procedure is schematized in a simplified

ay in Fig. 4 . 

The experimental procedure was then reproduced by a numerical

imulation in order to validate the overall numerical analysis described

efore (i.e. Fig. 3 b). A similar strategy of element deactivation has been

mplemented by Salerno et al. [51] , applied for material removal pre-

eding a repair welding process. However, the removed material volume

ade by Salerno was negligible compared to the overall volume of the

omponent, leading to a negligible difference within the residual stress
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Fig. 1. Technical drawing of the pipe-to-plate welded joint with dimensions in millimetres and welding representation according to ISO 22553:1992 

Table 1 

Welding process parameters 

Current (A) Voltage (V) Welding Time (s) Welding Speed ( 𝑚𝑚𝑠 − 1 ) 
211 25 75 2.7 

Filler material Wire diameter (mm) Shielding gas Gas flowrate ( 𝑚𝑚𝑠 − 1 ) 

EN ISO 14341-A G 464 1.20 82 % 𝐴𝑟 18 % 𝐶𝑂 2 0.62 

Fig. 2. Image of the investigated specimen with a micrograph of the 

weld seam 

Fig. 3. Experimental machining of the bottom part of the specimen plate (a) , numerical simulation of the incremental cutting process (b) 

3 
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Fig. 4. Incremental hole drilling process used to detect relaxed strains (a) and qualitative layout of the strain gauges (b) 

Table 2 

Chemical composition (wt % ) of S355JR structural steel 

C Si Mn P S N Cu 

0.24 0.55 1.6 0.035 0.035 0.012 0.55 

Table 3 

Chemical composition (wt % ) of EN ISO 14341-A G 464 

filler material 

C Si Mn Cu 

0.065–0.08 0.90–1.00 1.60–1.70 max. 0.30 

Table 4 

Mechanical properties of S355JR structural steel at room tem- 

perature 

𝑅 𝑝 0 . 2 (MPa) 𝑅 𝑚 (MPa) 𝐸 (GPa) 𝐺 (GPa) 𝜈 𝐻𝑉 10 

355 470 206 77.4 0.3 180 
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2 The whole process is constituted by welding the tube to the top surface of 

the plate and then incrementally drilling a hole from the bottom surface of the 

plate, in order to get the relaxed strains. 
istribution caused by the original joining process. On the contrary, in

ur study the interest lies in obtaining a significant difference in the

esidual stress state between the drilled and non-drilled component in

rder to allow strain gauges to operate well beyond their background

oise, albeit within their maximum tolerance. 

The step-based cutting process was implemented to control the ac-

uired result and be confident about the reading of strain gauges. 

. Finite element analysis 

Uncoupled thermal-structural simulations were performed by using

he software Ansys c ⋇ vers. 19.2. As already stated, an uncoupled sim-

lation was adopted to limit the computational effort, given the com-

lex nature of the investigated process. The thermal problem was firstly

olved and then the results, in terms of nodal temperatures, were used

n the structural analysis as thermal loads. The analysis is transient and

apable of describing how the temperature history affects the struc-

ural results, mainly, through the use of temperature-dependent mate-

ial properties. In general, the simulation is divided into three steps, to
4 
e sequentially solved, in order to reproduce the entire 2 process: ther-

al analysis, structural analysis and incremental hole drilling analysis.

ach step is described in more details in the following. A fully three-

imensional model was adopted since the thermal load during the weld-

ng process cannot be considered axisymmetric. Stresses and strains pro-

uced through the welding process ultimately depend on the hoop co-

rdinate [2] , because heat is transferred gradually along the angular

irection and this results in a non uniform deformation of the compo-

ent. A residual stresses investigation regarding two-dimensional and

hree-dimensional models have been reported and compared in a pre-

iminary work made by the authors [52] ; the difference in employing

inear-elastic or elastic-plastic material properties were also discussed

n that work. 

.1. Thermal analysis 

The thermal simulation of the welding process was carried out and

he temperature time-history at each node of the FE model was obtained

this analysis is aimed at achieving only the temperature time-history

ue to the welding process, without considering the structural behav-

or). The thermal analysis follows the thermal equilibrium Eq. (1) : 

 ( 𝜕 
2 𝑇 

𝜕𝑥 2 
+ 

𝜕 2 𝑇 

𝜕𝑦 2 
+ 

𝜕 2 𝑇 

𝜕𝑧 2 
) + 𝑄 𝑖𝑛𝑡 = 𝜌 𝑐 𝑝 

𝜕𝑇 

𝜕𝑡 
, (1)

here 𝑄 𝑖𝑛𝑡 is the internal heat source rate, and 𝑘, 𝑐 𝑝 , and 𝜌 are the

onductivity, specific heat capacity and density of the material, respec-

ively. The load commonly used in this context is a temperature or a ther-

al heat flux (e.g. constant initial temperature [45] , gaussian [53] or

ouble ellipsoidal [54] ). Generally, the load parameters are set depend-

ng on the welding process, material and joint geometry. The heat source

mployed during the thermal simulation is a constant initial tempera-

ure ( CIT ) imposed to a given material volume, representing the melt

ool. The reader can refer to Chiocca et al. [45] for a more detailed

iscussion of this method and for general comparison between different

hermal sources, which can be employed into an FE analysis. Overall,

he proposed thermal model intends to be easier to be implemented, if

ompared to the well-known Goldak double ellipsoid, which requires
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Fig. 5. Temperature dependent thermal material properties of S355 steel 

derived from [55] 

Fig. 6. Weld seam elements activation at 

the initial temperature 𝑇 𝑖 = 8500 K for im- 

plementing the constant initial tempera- 

ture method (a) . Cross section of the weld 

seam (b) 
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n extreme and accurate calibration phase. The CIT method is relatively

imple, depending on a single calibration parameter ( 𝑇 𝑖 ). It is worth

oting that this method is aimed at providing a reasonably accurate re-

roduction of the temperature distribution surrounding the weld seam;

he actual thermal behavior (which is also influenced by phase trans-

ormations and other metallurgical phenomena) inside the weld seam

annot be reproduced by this model. 

The SOLID70 element was used for the thermal analysis in Ansys c ⋇. It

s a brick element with eight nodes and temperature as the only degree

f freedom. The thermal properties of the material were taken from Zhu

t al. [55] ( Fig. 5 ). The thermal conductivity and heat capacity were as-

umed as temperature-dependent material properties. No metallurgical

henomena have been modelled, however, on the basis of Deng [40] ,

ho and Kim [56] , Caprace et al. [57] , phase transformations seem to

ave no significant influence on the mechanism of residual stress gen-

ration for low carbon steel. 

The simulated molten pool shape is commonly calibrated by means

f experimental comparison, varying the thermal conductivity at high

emperatures. Due to the difficulty in experimentally validating this

uantity, a fictitious thermal conductivity at 2273 K was implemented

ased on Zhu et al. [55] , which employed the same welding process

nd material here described. The heat convection and emissivity coeffi-

ients were considered as constant with values of 20 Wm 

−2 K 

−1 and 0.79,

espectively. This hypothesis was verified a posteriori by a sensitivity

nalysis performed on these parameters, as described in [45] . Regard-

ng the bottom surface of the plate, the heat convection coefficient was

ncreased to a value of 500 Wm 

−2 K 

−1 because of the sink effect resulting

rom the contact between the specimen and the metallic support during

he welding process; the convection value has been considered suitable

s comparable to the one used in [58] . 

Initial conditions are represented by an uniform temperature of the

hole component, equal to the room temperature 𝑇 𝑟 = 300K. The ele-

ent birth & death technique was used to deactivate and subsequently,

t given times, reactivate the elements belonging to the weld seam with

 given initial temperature. The elements that needed to be deactivated

nd then reactivated were determined directly from a cross section of
 m  

5 
he weld seam, as shown in Fig. 6 . This method has only a ”fictitious ”

nitial temperature ( 𝑇 𝑖 ) as setting parameter and was proven to be able

o reproduce the temperature distribution at the nodes, with very good

greement, even if compared to more complex methods. The fictitious

nitial temperature needs to be set for every specific joint geometry,

elding process and component material through the comparison with

xperimental data. Specifically, for the analysed case 𝑇 𝑖 = 8500 K as re-

orted by the authors in [45] . 

It is worth noting that, although the CIT method may appear approxi-

ate compared to other methods (i.e. Goldak double ellipsoid, Gaussian

eat flux, constant heat flux), it is designed to resemble what occurs dur-

ng arc-based welding processes involving filler material. In processes

ith added filler material, at a certain process time 𝑡 𝑖 , molten and base

aterials come into contact. On the contrary, in processes such as ad-

itive manufacturing or beam-based welding processes, base material is

irectly melted. Therefore, in this case, thermal profile better resembles

he one described by models such as Goldak double ellipsoid or Gaussian

eat flux. 

In terms of numerical performances, the implementation of the CIT

odel required 1069s of elapsed time, spent for computing the solution

n a workstation endowed with four physical cores running in parallel

nd 16 GB of RAM available. 

.2. Structural analysis 

After the thermal analysis the welding process was then structurally

eproduced. The load, obtained as a time-temperature binary data file

esulting from the thermal simulation, was applied to the nodes of the

E model. In this stage, the structural stresses and strains over time are

omputed starting from the temperature evolution. The structural prob-

em is, actually, time-dependent and, as explained in [39] , the cause is

ainly due to the material plasticity, time-history of the thermal load

nd the time-varying FE domain. Due to the low yield stress of the ma-

erial at high temperature, a significant mesh distortion may cause a

ad numerical convergence of the solution. To overcome this issue, re-

eshing operations or gradual application of the thermal load (e.g. by
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Fig. 7. Temperature dependant structural material properties of S355 steel acquired from [55] 
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f  
ncreasing the number of substeps for the solution phase) can be alter-

atively used. 

In this case, the number of substeps was incremented until a satis-

actory solution was achieved. 

Temperature dependent material properties for the structural anal-

sis were derived from Zhu et al. [55] and are presented in Fig. 7 . The

inear elastic stress-strain model is described through a temperature de-

endent Young’s modulus ( 𝐸) and a constant Poisson’s ration ( 𝜈 = 0 . 3 ).
nstead, the elastic-plastic stress-strain relationship follows Eq. 2 

= 𝜎𝑦 + 𝐻( 𝜀 𝑝 ) 𝑁 (2)

here 𝜎 is the total stress, 𝜎𝑦 is the yield stress, 𝐻 is the hardening law

oefficient, 𝜀 𝑝 is the plastic strain and 𝑁 is the hardening exponent that

n this case was assumed as constant ( 𝑁 = 0 . 25 ). A satisfactory conver-

ence of the numerical stress/strain results was obtained implement-

ng the material properties of Fig. 7 up to a maximum temperature of

273K. A reasonable explanation for this, is that negligible changes in

he material stiffness take place beyond a given (high) temperature. For

emperatures higher than 1273K, material properties like the Young’s

odulus and initial yield stress are almost negligible, meaning that the

aterial above that temperature cannot bring a significant contribution

n terms of stiffness. 

The same mesh grid was applied for both thermal and structural

nalyses, to correctly implement the thermal load in the right nodal

osition. Elements were updated, from thermal to mechanical element

ype; the eight-node SOLID185 element was used, with three degrees

f freedom (the displacements in x, y and z directions) at each node.

s boundary conditions, displacements of nodes on the upper surface of

he tube (far away from the weld) were constrained. Although this did

ot reflect the real bound used during the welding process, it allows the

pecimen to freely deform as it happens during the real process. Any

dge effect caused by the imposed constraint did not affect the stress

nd strain fields in proximity of the weld seam (it may alter the solution

earby a cylindrical area defined by the shell characteristic lengths 3 ). 

Similarly to the thermal simulation, also in the structural analysis

he element birth & death method was implemented to better reproduce

he component behavior during the welding process. 

Two methods were employed, i.e. the classic approach and a repre-

entative welding process ( RWP in the following). According to the clas-

ic approach all elements belonging to a section of the molten bead are

equentially activated for the structural analysis, independently from

heir temperature at that given time. With the RWP method, elements

aving a temperature higher than the melting point ( 𝑇 𝑚 = 1760K) are

eactivated, while elements whose temperature drop below the melting

oint are reactivated. The melting point can be defined as the tempera-

ure for isothermal solidification or the liquidus or solidus temperature

therwise (given the inherent assumptions of a finite element problem,
3 𝑙 𝑐 = 
√
𝑅ℎ 

4 √3(1− 𝜈2 ) 
= 13 . 65 𝑚𝑚 , where 𝑅 = 27 𝑚𝑚 is the mean tube radius, ℎ = 10 𝑚𝑚 

s the tube thickness and 𝜈 = 0 . 3 is the Poisson’s ratio 

m  

v  

a  

o  

6 
here is a negligible difference in the choice of 𝑇 𝑚 for classic steel alloys,

s long as it remains within the range described above). 

Fig. 8 schematically describes both the classic and the RWP methods

pplyed to solve the structural problem, showing an example of weld

ead cooling sequence after applying the CIT thermal model. Fig. 8 a

nd b, give an overview of the active elements at a generic welding

ime 𝑡 𝑖 . As a matter of fact, from Fig. 8 c and d, the difference in the

ooling sequence between the two models can be identified. According

o the classic method, elements are deactivated/activated solely based

n the simulation time, whereas, according to the RWP method, the el-

ment activation is based on the element temperature. In Fig. 8 d, it is

ossible to identify a sequential activation of the elements with temper-

ture lower than the melting point. The result thus obtained represents

hat expected from the solidification of a pool of molten metal during

he welding process. This process is repeated for every iteration of metal

eposition, leading to a quite different structural result compared to the

lassic method. It can be observed, for instance, in Fig. 8 d, that a colder

ayer is created during the process, on the surface of the molten mate-

ial, caused by the elevated thermal convection between the hot metal

nd the environment. 

In order to simplify the model understanding, a graphical flowchart

f the code sequence used to implement the RWP is shown in Fig. 9 ,

ith reference to the generic simulation time 𝑡 𝑖 . 

The importance of using this formulation is related with the differ-

nt stiffness that the specimen experiences during the process, which can

ead to different residual stress fields at the end of the simulation. Fur-

hermore, this method allows to set different temperature at zero thermal

train for the molten pool and base material, according to the following

elationship used in Ansys c ⋇ software: 

 𝑡ℎ = 𝛼( 𝑇 − 𝑇 𝑟𝑒𝑓 ) (3)

here 𝜀 𝑡ℎ represents the thermal strain, 𝛼 is the coefficient of thermal ex-

ansion, 𝑇 is the instantaneous temperature of the element, while 𝑇 𝑟𝑒𝑓 is

he reference temperature at zero thermal strain ; this temperature was set

o 1760K for the elements belonging to the weld seam and 300K for all

he others. The structural solution and especially the simulation of the

olten metal deposition are highly dependent on the mesh size. How-

ver, while it is straightforward to achieve convergence for structural

nd thermal results (e.g. h-convergence method), the same outcome

as not attainable with regard to the molten metal deposition process

 RWP ). The problem arose trying to simulate a continuous-based pro-

ess (i.e. welding process), through a discrete model (i.e. CIT method).

nlike the methods based on thermal heat flux, the CIT model is mesh

ize dependent (i.e. the volume of material activated at temperature 𝑇 𝑖 
aries depending on the number of selected elements). The benchmark

or the convergence of both mesh size and the volume of activated ele-

ents during the thermal simulation was considered based on the con-

ergence of both thermal (i.e. temperature) and mechanical (i.e. stress

nd strain) results. It was achieved with an average element dimension

f approximately 1 𝑚𝑚 in the proximity of the weld bead and the activa-
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Fig. 8. Weld seam volume segment for the classic (a) and RWP (b) methods; cooling sequence of a weld seam section during the structural simulation for the classic 

(c) and RWP (d) methods 
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Table 5 

Summary of experimental test set-up for relaxed radial strain measure- 

ments 

Name Strain gauges qty. Grid length (mm) Δ𝑟 𝑒𝑥𝑡 (mm) Δ𝜃 ( ◦) 

Test-1 8 1.5 6.5/9/13 90 

Test-2 6 1.5 6.5/9/13 90 

Test-3 12 1.5 6.5 30 

Test-4 12 1.5/0.6 6.5 15/6 
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a  
ion of elements contained in a volume defined by a 0.1 radiant arc of

he weld seam (i.e. the weld seam segments of Fig. 8 a and b). 

.3. Incremental cutting numerical model 

The incrementally cutting process was simulated by FEA through a

equential deactivation of some elements. No additional inputs were as-

igned to the numerical model, since the structural simulation results

chieved in the previous step were used as initial conditions. The finite

lement model is kept unchanged compared to the structural simulation

iscussed above. It is worth noting that the FE-model requires an initial

d-hoc design in order to perform the incremental cutting phase. Indeed,

 component sub-volume partition is required, allowing a mesh gener-

tion that matches the holes diameter and depth, to be able to properly

imulate the right material volume removal. 

Another aspect to keep in mind is the correct location of the nodes

n the right strain gauge reading positions. This is recommended to pre-

ent the need to interpolate the solution between the nodes in the nearby

ositions. This technique allows the experimental determination of the

elaxed strain in specific spots for direct comparison through strain

auges, as described below in Section 4 . The cutting process is easily re-

roduced numerically, throughout the element birth & death technique.

he incremental cutting process simulation provides a straightforward

omparison of strains thus measured, both numerically and experimen-

ally. The evaluation of the stress state is achieved directly via the FE-

nalysis. In terms of numerical performances, the classic and RWP meth-

ds required similar simulation time of respectively 29785s and 32639s,

ith regard four physical cores running parallel and 16 GB of RAM

vailable. The time spent in computing the solution was, in this case,

onsiderably greater compared to the thermal simulation. 

. Relaxed strain experimental measurements 

Relaxed radial strain measurements were experimentally obtained in

rder to validate the numerical results derived from the simulation pre-

iously discussed. Strain gauges were placed at different radial ( Δ𝑟 𝑒𝑥𝑡 )
nd angular ( 𝜃) coordinates to map the radial strain as a function of the

wo reference parameters i.e. the hole diameter ( 𝑑) and hole depth ( 𝛿).
7 
ig. 4 shows how both Δ𝑟 𝑒𝑥𝑡 and 𝜃 refer to the center of the positioning

rid of strain gauges, which is required as numerical results consider

his point when computing data from the FE-model. 

Linear strain gauges were employed with measuring grid length of

.5mm and 0.6mm and with nominal resistance of 120 𝜔 (i.e. 1-

Y1x-1.5/120 and 1-LY1x-0.6/120 from HBM), while the data acqui-

ition system used was a Model 5100B Scanner from StrainSmart. Strain

auges with a grid length of 1.5mm were positioned at an angular step

f Δ𝜃 > 15 ◦, while strain gauges with a grid length of 0.6mm were posi-

ioned at Δ𝜃 = 6 ◦ of angular step. Specifically, strain gauges with a grid

ength of 0.6mm were used for localized strain measurements, located

n the area opposite to the run in-run out point (start-end point of the

ingle pass arc weld), to get an indication of the intrinsic variability of

train measurements, as explained later in Section 5.2 . Different strain

auge set-ups are shown in Table 5 , where Δ𝜃 is the angular step be-

ween strain gauges and Δ𝑟 𝑒𝑥𝑡 is the distance between the strain gauge

nd the weld toe. Fig. 10 shows two examples specimens set-up with

.5mm grid length strain gauge, specifically the Test-1 and Test-3 speci-

en of Table 5 . Similarly, Fig. 11 shows the Test-4 specimen along with

 view on the area where the 0.6mm grid length strain gauges were

pplied together with a technical drawing to better understand their

ositioning. All the specimens were tested in as-welded condition. 

It should be noted that given the irregular geometry of the weld bead,

train gauges position with respect to the weld toe can be affected by an

nherent error in radial direction. In addition, it is expected that strain

auges belonging to different specimens but placed in the same nominal

ngular and radial coordinate, will produce different experimental read-
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Fig. 9. Graphic representation of the iterative process required to perform the RWP method (a) , and example of active and inactive elements evolution in a weld 

seam section (b) 
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ngs. For these reasons a certain variability in the experimental data is

xpected and it will be treated through a standard deviation estimated

n the basis of the different performed measurements. 

With reference to Fig. 11 a, the run in-run out point is identified by

he location where the welding torch begins and ends the process. It is

orth noting that the material under these circumstances is affected by

 double thermal process, whereby residual stress and strain values can

ignificantly deviate from an axisymmetric condition. 

As described in Section 2 , the stress relaxation was performed by

 progressive material removal from the back surface of the plate.

hrough material removal, relaxed strains have been progressively mea-

ured as a function of the radial distance ( Δ𝑟 𝑒𝑥𝑡 ), angular coordinate ( 𝜃),

ncremental hole depth coordinate ( 𝛿) and hole diameter ( 𝑑), as summa-

ized in Eq. 4 

 = 𝑓 ( 𝑟, 𝜃, 𝛿, 𝑑) (4)
𝑟𝑟 

8 
s reported in Tables 6 and 7 , several measurements have been gath-

red from a single strain gauge, by maintaining Δ𝑟 𝑒𝑥𝑡 and 𝜃 fixed and

arying 𝛿 and 𝑑. For ease of comprehension, only the data obtained dur-

ng the 100 𝑚𝑚 hole are reported since the readings obtained during the

2 𝑚𝑚 hole fall within the background noise. Table 6 summarizes relaxed

adial strain measured through 1.5mm grid length strain gauges, while

able 7 summarizes relaxed radial strain measured through 0.6mm grid

ength strain gauges. In either cases, results have been reported as func-

ion of the strain gauge position (i.e. angular coordinate 𝜃 and radial

istance Δ𝑟 𝑒𝑥𝑡 ) and the hole cutting depth 𝛿. Since the drilling was done

y incremental steps of 5 𝑚𝑚 , 𝛿 gets discrete values of 5 𝑚𝑚 , 10 𝑚𝑚 , 15 𝑚𝑚
nd 20 𝑚𝑚 . 

As can be noticed from both Tables 6 and 7 , an higher number of

train gauge readings were obtained in the vicinity of the weld toe (i.e.

𝑟 𝑒𝑥𝑡 = 6 . 5 𝑚𝑚 ), since residual radial stresses increase approaching the
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Fig. 10. Test-1 specimen, with eight strain gauges applied at a 90 ◦ step angle (a) ; Test-3 specimen with twelve applied strain gages with 30 ◦ step angles (b) 

Fig. 11. Technical drawing of the strain gauges positioning over a small arc of circumference (a) , picture of the actual bead geometry at the point of application of 

the 0.6mm grid length strain gauges (b) 
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4 The range and domain are intended as mathematical concepts 
eld toe in radial direction. However, due to the steep gradient, the re-

ult variability obtained from the uneven weld bead geometry increases

etting closer to the weld notch. For this reason, it is advisable not to rely

n a single strain gauge reading and consider the variability in the re-

ults provided by more data, instead. This approach is adopted in the fol-

owing Section 5 , where experimental and numerical results have been

ompared with regards to their mean values and standard deviations. 

. Results and discussion 

In this section numerical and experimental measurements of relaxed

adial strains ( 𝜀 𝑅𝑟𝑟 ) are presented, together with a data analysis and

iscussion. Firstly, the experimental results of 𝜀 𝑅𝑟𝑟 as a function of 𝜃

re presented in Section 5.1 . Secondly, the experimental results of 𝜀 𝑅𝑟𝑟 
s a function of 𝜃, related to the 0.6mm grid length strain gauges are

iven in Section 5.2 , with the aim of achieving additional indication

bout measurements variability related to the weld toe irregularities. In

ection 5.3 , numerical and experimental results of relaxed radial strain

re compared to obtain an averall validation of the numerical model.

inally, in the following Section 6 numerical residual stresses are dis-

ussed, specifically for the plate surface region close to the weld bead,

here the fatigue crack can originate. 
9 
.1. Experimental results of relaxed radial strain 

Experimental results of relaxed radial strain ( 𝜀 𝑅𝑟𝑟 ) as a function of

he hoop coordinate ( 𝜃) are shown in Fig. 12 for a fixed strain gauge

adial distance of Δ𝑟 𝑒𝑥𝑡 = 6 . 5 𝑚𝑚 . In the figure two macro-regions can

e roughly identified: group A , influence area of the run in-run out re-

ion and group B region where strain results can be assumed quasi axi-

ymmetric. It should be noted that data trend is significantly different

etween the two macro-regions; this is why the study of the two regions

as been separated in order to enable a more accurate analysis of both

umerical and experimental results. 

The first region (i.e. group A ), included in an approximate angular

omain 4 𝜃 ∈ [ −60 ◦, 60 ◦] , is affected by a double thermal process due to

he beginning and end of the welding process and therefore presents a

onsiderable results variation. On the contrary, in the second region (i.e.

roup B ), included in the approximate angular domain 𝜃 ∈ ( 60 ◦, 300 ◦) ,
 quasi-constant 𝜀 𝑅𝑟𝑟 along 𝜃 can be observed. Data belonging to group

 present mean values of 1 . 80 × 10 −5 and 3 . 17 × 10 −5 , and standard devi-

tions of 1 . 10 × 10 −4 and 1 . 66 × 10 −4 for 𝛿 = 10 𝑚𝑚 and 𝛿 = 15 𝑚𝑚 respec-
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Table 6 

Summary of experimental relaxed strains measurements in bold ( 𝜇𝜀 ) for 1.5mm grid length strain gauges 

and hole diameter 𝑑 = 100 𝑚𝑚 

Test-1 Test-2 

𝜃( ◦) Δ𝑟 𝑒𝑥𝑡 ( 𝑚𝑚 ) 𝛿( 𝑚𝑚 ) 𝜃( ◦) Δ𝑟 𝑒𝑥𝑡 ( 𝑚𝑚 ) 𝛿( 𝑚𝑚 ) 

5 10 15 20 5 10 15 20 

0 6.5 / 281 652 3299 0 9 99 262 538 993 

0 13 / 298 482 408 90 6.5 18 137 298 3021 

5 6.5 / 460 577 1114 90 13 75 220 456 500 

90 9 / 233 440 2143 180 6.5 -5 95 256 1961 

180 9 / 297 600 836 180 13 85 242 447 575 

270 6.5 / 236 337 1360 270 9 60 222 296 466 

270 13 / 294 274 270 

275 6.5 / 248 307 760 

Test-3 Test-4 

𝜃( ◦) Δ𝑟 𝑒𝑥𝑡 ( 𝑚𝑚 ) 𝛿( 𝑚𝑚 ) 𝜃( ◦) Δ𝑟 𝑒𝑥𝑡 ( 𝑚𝑚 ) 𝛿( 𝑚𝑚 ) 

5 10 15 20 5 10 15 20 

0 6.5 28 165 329 1556 15 6.5 148 222 400 2137 

30 6.5 65 184 332 1720 30 6.5 87 132 251 1884 

60 6.5 0 135 204 770 45 6.5 53 94 181 1693 

90 6.5 4 163 255 972 60 6.5 26 124 221 1659 

120 6.5 12 148 224 1090 75 6.5 14 93 202 1668 

150 6.5 19 144 245 1496 90 6.5 9 99 202 1673 

180 6.5 13 145 285 1926 

210 6.5 15 142 309 2281 

240 6.5 7 113 262 2170 

270 6.5 -3 109 260 2090 

300 6.5 -17 96 190 1997 

330 6.5 -32 85 149 564 

Fig. 12. Relaxed radial strain over specimen hoop coordinate measured through 1 . 5 𝑚𝑚 grid length strain gauges for a fixed strain gauge radial distance of Δ𝑟 𝑒𝑥𝑡 = 
6 . 5 𝑚𝑚 . The mean value line was obtained considering only group B measurements 

10 
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Fig. 13. Relaxed radial strain data over the hoop coordinate measured through 0 . 6 𝑚𝑚 grid length strain gauges; mean values are plotted as continuous lines 

Fig. 14. Comparison between numerical and experimental data of relaxed radial strains over distance from the weld toe for two different incremental hole depths 

in the group B . Experimental results are presented through mean value and standard deviation while numerical results are the convex hull of 𝜀 𝑅𝑟𝑟 data obtained in 

the angular domain 𝜃 ∈ ( 60 ◦, 300 ◦) 

Table 7 

Summary of experimental relaxed strains mea- 

surements in bold ( 𝜇𝜀 ) for 0.6mm grid length 

strain gauges and hole diameter 𝑑 = 100 𝑚𝑚 

Test-4 

𝜃( ◦) Δ𝑟 𝑒𝑥𝑡 ( 𝑚𝑚 ) 𝛿( 𝑚𝑚 ) 

5 10 15 20 

195 6.5 51 66 190 1983 

189 6.5 20 59 164 1987 

183 6.5 9 33 148 1929 

177 6.5 36 50 168 1919 

171 6.5 78 122 250 1912 

165 6.5 27 79 190 1889 
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ively. Data belonging to group B present mean values of 1 . 44 × 10 −4 
nd 2 . 64 × 10 −5 , and standard deviations of 4 . 9 × 10 −5 and 4 . 1 × 10 −5 for

= 10 𝑚𝑚 and 𝛿 = 15 𝑚𝑚 respectively. 

Due to intrinsic stress variability in group A , it should be difficult

o obtain a sound standard deviation value by considering all data as a

ingle group. For this reason, a process-related variability regarding ex-

erimental relaxed strain measurements has been defined by averaging

tandard deviations of Group B data for 𝛿 = 10 𝑚𝑚 and 𝛿 = 15 𝑚𝑚 . The

ata involved refer to all categories of strain gauges used, i.e. 0 . 6 𝑚𝑚
11 
nd 1 . 5 𝑚𝑚 grid length strain gauges, obtaining a process-related stan-

ard deviation equal to 7 . 8 × 10 −5 . 

.2. Strain sensitivity to dimensional variation of the weld seam geometry 

It is reasonable to expect that relaxed strains are affected by different

ources of error, such as those related to accurate positioning of the grid

r variability of the local weld geometry. 

As already shown in Fig. 12 , relaxed radial strain has an almost con-

tant trend in the angular domain 𝜃 ∈ ( 60 ◦, 300 ◦) ; for this reason, a group

f strain gauges were placed between 165 ◦ and 195 ◦, spaced by an angle

f 6 ◦, to better achieve indication of the intrinsic variation due to the

neven geometry of the weld toe. Strain gauges with a grid length of

 . 6 𝑚𝑚 were employed to obtain measurements shown in Table 7 . 

Fig. 11 shows a technical drawing of the strain gauges placement

ogether with a picture of the actual specimen geometry. As can be seen

rom Fig. 11 b, the bead geometry is not as ideal as the one implemented

ithin the finite element model, this leads to a variable strain distribu-

ion at points where it is supposed to be constant. Fig. 13 shows experi-

ental results acquired from the measurements described above. It can

e noticed that the 𝜀 𝑅𝑟𝑟 trend vs the angular coordinate is almost con-

tant, for different 𝛿 coordinates. A standard deviation of 3 . 0 × 10 −5 and

 . 5 × 10 −5 and mean values of 6 . 8 × 10 −5 and 1 . 84 × 10 −4 have been cal-

ulated respectively for 𝛿 = 10 𝑚𝑚 and 𝛿 = 15 𝑚𝑚 . It is supposed that the

bserved variability mainly comes from the weld irregularities. The cal-
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Fig. 15. Cross-sectional view of the base 

plate and weld bead with outlined the 

bending and skin effects due to the incre- 

mental cutting process 

Fig. 16. Comparison between numerical and experimental data of relaxed radial strains over distance from the weld toe for two different incremental hole depths 

in the group A . Experimental results are reported through of mean value and standard deviation while numerical results are the convex hull of 𝜀 𝑅𝑟𝑟 data obtained 

for two angular domains 𝜃 ∈ [ −60 ◦, 60 ◦] 
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ulated standard deviations are comparable to the ones obtained from

.5mm grid length strain gauges of Fig. 12 , which is an independent

erification of the experimental reading reliability. 

.3. Comparison between experimental and numerical relaxed strain 

Since it has been already observed that relaxed strain results differ

reatly between the two macro-regions (i.e. group A and group B ), it was

onsidered appropriate to study in detail these two regions, separately,

ccording to the radial distance Δ𝑟 𝑒𝑥𝑡 . 
Fig. 14 shows a comparison between 𝜀 𝑅𝑟𝑟 results for the classic and

WP methods as a function of Δ𝑟 𝑒𝑥𝑡 for two incremental hole depths 𝛿 =
0 𝑚𝑚 and 𝛿 = 15 𝑚𝑚 in the angular domain 𝜃 ∈ ( 60 ◦, 300 ◦) . Numerical

esults are presented as the convex hull of 𝜀 𝑅𝑟𝑟 over Δ𝑟 𝑒𝑥𝑡 in the angular

ange considered (which is equivalent not to consider the dependence on

he angular coordinate), while experimental measurements are reported

hrough their mean value and standard deviation. Even if measures were

aken at three different distances from the weld, the standard deviation

batined for Δ𝑟 𝑒𝑥𝑡 = 6 . 5 𝑚𝑚 was applied to all measurements. This was

uggested by the fact that more data were available for Δ𝑟 𝑒𝑥𝑡 = 6 . 5 𝑚𝑚 ;

oreover this was considered to be conservative, in the sense that a

ower variability is expected for larger distances from the weld. 

Regarding the comparison between numerical methods, both classic

nd RWP methods show a similar behavior for Δ𝑟 𝑒𝑥𝑡 > 13 𝑚𝑚 ; however,

 significant difference can be noticed in the surrounding area of the

eld toe. In this case, the RWP method yields compressive (negative)

trains for Δ𝑟 𝑒𝑥𝑡 = 0 , while the classic method always predicts positive

elaxed radial strains. In addition, for the classic method, the gradient

f 𝜀 close to the weld toe turns out to be lower with respect the RWP
𝑅𝑟𝑟 

12 
ethod. These aspects, in fact, is what mainly differentiates the two

odels and brings the RWP closer to experimental data. 

Although the difference between numerical and experimental results

an appear considerable, it must be remembered that several assump-

ions have been done within the thermal-structural numerical model

nd experimental data examined above, the most relevant being listed

elow: 

• simplified specimen geometry, specifically, weld seam irregularities

were not considered in the FE-model; 
• temperature-dependant elastic-plastic material properties largely

varies within the same material between different literature sources;
• temperature field was described by a simplified thermal model ( CIT );
• possibility of strain gauge positioning errors, both in the radial and

angular direction; 
• strain gauge readings represent an averaged over the reading grid. 

It is worth noting that the unusual relaxed radial strain behavior

howed in Fig. 14 can be clarified by introducing two structural effects

elated to the incremental cutting process. If, in an approximate way,

he thermal induced shrinking of the the seam weld is considered, a

tructural bending and a local skin effect arise, both exemplified in the

ross-sectional view of Fig. 15 . The progressive cutting, starting from the

ower plate surface, allows the upper part to bend due to stress reliev-

ng. At the same time, weld bead contraction generates a skin-positive

adial effect. During incremental drilling these two factors will combine

enerating the strain profile of Fig. 14 . 

For the sake of clarity, group A results are also presented in Fig. 16 .

n this case, as already mentioned, given the trend of experimental data

he calculation of a standard deviation seems unwise. For this reason,

he total 𝜀 range has been reported (i.e. represented by asterisks) with
𝑅𝑟𝑟 
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Fig. 17. Overall residual radial stress field 

on the plate surface ( 𝑧 = 0 ), for a radial do- 

main 𝑟 ∈ [ 42 𝑚𝑚 , 78 𝑚𝑚 ] 

Fig. 18. Overall residual hoop stress field on the plate surface ( 𝑧 = 0 ), for a radial domain of 𝑟 ∈ [ 42 𝑚𝑚 , 78 𝑚𝑚 ] 
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he mean value also indicated. The lack of data for Δ𝑟 𝑒𝑥𝑡 = 9 𝑚𝑚 and

𝑟 𝑒𝑥𝑡 = 13 𝑚𝑚 does not allow the identification of a mean value, making

he use of the standard deviation unnecessary as well. Therefore, for

𝑟 𝑒𝑥𝑡 = 9 𝑚𝑚 and Δ𝑟 𝑒𝑥𝑡 = 13 𝑚𝑚 , the experimental points available have

een directly reported. 

With the exception of the experimental point at Δ𝑟 𝑒𝑥𝑡 = 13 𝑚𝑚 and

= 10 𝑚𝑚 , numerical results relative to the RWP method were well

redicted from experimental data. With regard to the comparison be-

ween the numerical methods, the observations made earlier regarding

ig. 14 remain unchanged. For instance both methods resemble each

ther in the descending 𝜀 𝑅𝑟𝑟 phase while they behaved quite differently

n the proximity of the weld toe. 
13 
. Residual stresses due to the welding process 

This section presents numerical data of residual hoop and radial

tress, in order to investigate their behavior and assess the numerical

odel accuracy. Fig. 17 shows the global residual radial stress field

n the plate surface, around the weld seam. The figure displays radial

tresses in the radial domain 𝑟 ∈ [ 42 𝑚𝑚 , 78 𝑚𝑚 ] on the upper plate sur-

ace. Similarly, Fig. 18 shows the hoop stress around the weld bead in

he same radial domain 𝑟 ∈ [ 42 𝑚𝑚 , 78 𝑚𝑚 ] . It can be observed that both

gures clearly identify the run in-run out point through the angular co-

rdinate at 𝜃 = 0 ◦. For the sake of clarity, the 2D-curve of maximum

tress is also represented (i.e. black line), as a projection on the vertical
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lane, as well as the 𝑧 = 0 𝑚𝑚 plane (i.e. light grey plane). Because of

he notch effect given by the weld seam, the maximum stress is globally

eached in the weld toe both for radial and hoop residual stresses. Es-

ecially for residual radial stress, the maximum stress value reached is

07 MPa which exceeds the yield strength of the material at room tem-

erature. It is interesting to notice that radial stresses increment was

ound in a region quite close to the weld toe; referring to Fig. 17 , in

bout ≈ 7 𝑚𝑚 distance from the weld toe, radial stress increases from

150 MPa to ≈ 500 MPa . The residual stress may rise beyond the yield

oint in localized areas, due to the high stress concentrations [59] . It

as to be considered that the weld toe had been shaped with null ra-

ius, resulting in a high stress/strain gradient near the notch. However,

elaxed radial strains were obtained sufficiently far away, in area where

he highest gradient had probably no effect. 

In the case of radial residual stress the maximum stress value is

eached for an angle of 331 ◦, while in the case of hoop residual stress the

aximum is reached for an angle of 324 ◦. It is worth noting that in both

ases the stress surface is axisymmetric for 𝜃 values far from the run in-

un out point. Actually, for 𝜃 = 0 ◦ there is a significant stress reduction

oth in radial and hoop stresses of 270 MPa and 210 MPa respectively;

imilar results have been experienced in a tube-tube welded joint when

esidual stresses were evaluated through the hole drilling technique by

epe et al. [60] . 

Residual radial stresses are always positive, showing a monotonous

rowing behavior for Δ𝑟 𝑒𝑥𝑡 → 0 . On the contrary, residual hoop stresses

re mostly compressive, except for a region close to the weld toe, where

he stress gradient is steeper compare residual radial stresses. 

For clarity of interpretation, Figs. 17 and 18 show ripples in the stress

urface for stress values close to zero. This unusual behavior is due to the

uadrangular geometry of the plate and the presence of four holes on the

late corners. This behavior, however, is related to a surface region of

ow stress gradient and presents a negligible stress variation compared

o the stress gradient in the weld toe area. 

. Conclusions 

In the present work numerical and experimental data of relaxed

trains and residual stresses have been presented and discussed for a

elded pipe-to-plate joint. The obtained results seems significant for

he field, since residual stresses are considered to have a detrimental

ffect on the fatigue strength. The research activity carried out and the

btained results allow to draw the following conclusions: 

• the thermal model employed ( CIT ) is straightforward to be imple-

mented and requires only one setting parameter; although its sim-

plicity, once calibrated, it can provide fairly good results both from

a thermal and structural point of view; 
• in order not to overestimate residual stresses, the implementation of

temperature dependent elastic-plastic material properties is recom-

mended during the simulation of a weld seam deposition process,

since weld roots and toes can act as sharp notches ; 
• three-dimensional modeling of the welding process is necessary to

accurately capture variations in the stress/strain field along the cir-

cumferential direction; 
• the representative welding process showed a better agreement with ex-

perimental results, if compared to the classic method; this can be

attributed to a more accurate description of the actual weld seam

stiffness during the cooling process; 
• the use of a uncoupled numerical simulation, wherever possible, al-

lows to have great flexibility on both the implemented thermal and

structural models, leading to a very flexible simulation of the weld-

ing process; 
• relaxed strains measures are intrinsically affected by experimental

errors; a reproduction of the experimental readings between differ-

ent samples seems to be a difficult task; it is therefore necessary to
14 
deal with a degree of uncertainty during the incremental cutting ex-

perimental phase; 
• the run in-run out point exhibits a significant stress reduction in the

weld toe, most likely as a result of the double thermal process that

this area undergoes; 
• the obtained results give a deep insight of the residual stress distri-

bution nearby the weld for the examined specimen and will be used

for subsequent fatigue assessment. 
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